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ABSTRACT- Real-time transient instability preventive control in power systems is applied to enable the system to withstand future uncertain events 
in a secure way and keeping its stability. Therefore, transient stability must be assessed as fast as possible in real-time to adequately be improved. 
At that moment, it necessitates to select the strategy being applied to decide the desired enhancement. Requiring accurate and fast evaluation, 
catastrophe theory (CT) is applied for assessing the transient stability directly without any assumptions and provide online visualized monitoring for 
the operating points. This paper focuses on generation rescheduling as a preventive control technique in order to maintain system's stability. A 
proposed technique is based on contingency scanning and recording in a lookup table as a database for all possible stresses and congestions in 
the system under study. Stresses are represented by a three-phase fault, as the most severe fault, located frequently in each line of the power 
system, whereas congestions are considered as sudden increase of loads. In order to determine which generators being  rescheduled at each fault  
location, classification and regression tree  (CART) technique is used. Then, the required generated power for rescheduled units could be predicted 
online at any operating condition by using support vector regression machine (SVRM).  For doing that, SVRM is trained offline with pre-optimized 
values that obtained by particle swarm optimization (PSO) technique to guarantee system's stability. Simulation of New England 39-bus test system 
verifies the performance and effectiveness of the proposed strategy. The results confirm its feasibility and are validated in comparison with those 
obtained through time domain simulation (TDS). 

Index Terms—Catastrophe Theory, Critical clearing time, Preventive Control, Real-time Transient Instability, Support vector regression machine. 

——————————      —————————— 

 

1.Introduction 

ransient stability problem is one of the most 
important issues that affect the performance of power 

systems as it evaluates the ability of power system 
generators to retain their synchronism with the rest of the 
grid, after a given disturbance [1]. So, to avoid disastrous 
outages, power utilities should arrange for a proper 
control action. Real-time preventive control is considered 
one of this necessary arrangement.  In order to be able to 
carry out a proper real-time transient instability 
preventive control, a fast and accurate real-time transient 
stability assessment is required. The problem of online 
transient stability assessment has been discussed in 
literature along the last few decays with different 
techniques aiming at improving the real-time system 
transient stability. One of these techniques is the TDS 
which gives accurate and precise results of stability 
assessment by using numerical methods for solving the 
power system differential equations but its major 
drawback is consuming long computation time. A hybrid 
of TDS and extended equal area criterion is presented in 
[2] to reduce the computation time.  Authors of Ref. [3], 
also, make a real-time simulation of large-scale power 
systems feasible by speeding up computation efficiency 

of power system simulation with the help of EnFuzion-
based distributed computing method.   
Another method for online stability assessment is the 
direct method which is based on the transient energy 
function concept such as the Lyapunov theory, which is 
applied in many papers as one of the direct methods. Its 
major weakness is the deficiency of precise modeling [4]. 
Catastrophe theory (CT) also can be considered as a direct 
online transient stability assessment method, which is 
characterized to be a qualitative mathematical theory for 
studying the transient and steady-state stability of power 
systems. CT with its precise indication of the bounds of 
stability is a strong candidate for such online indicator 
[5]. So, for online transient stability assessment 
computational burden can be alleviated by using CT [6]. 
The region of transient stability in terms of the control 
variables in the catastrophe bifurcation set is determined 
by specifying one of the seven catastrophe manifolds 
which are defined as an equilibrium surface of critical 
points and calculating the control variables as functions 
of the operating conditions of the system generators. 
Thus, stability is easily and precisely determined without 
the need to solve the swing equations making it suitable 
for online transient stability assessment.   

T 
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CT is studied in [7] to provide the convenient swallowtail 
manifold by which the multi-machine power system 
online transient stability can be assessed. With the 
swallowtail catastrophe, values of three control variables 
are computed in terms of system parameters at different 
operating conditions. These values define a 
corresponding operating point in the control space and its 
location with respect to the stability boundaries. In 
addition, CT has been applied to transient stability 
assessment of multi-machine power system by defining 
the stability region in a cusp bifurcation surface in terms 
of its control variable [8].  

Artificial intelligence (AI) learning such as machine 
learning, pattern recognition, neural network, and 
statistical methods nowadays are also considered for 
online transient stability assessment because of the 
advances of computer technologies that enable creating a 
massive database to be used to train and test agents [9], 
[10], [11]. A. M. Haidar et al [12] present a transient 
stability index to be evaluated by generalized regression 
neural network to assess transient stability. TDS is used 
to learn the generalized regression neural network, which 
predicts the stability of the applied test system with high 
accuracy. Transient stability classification of the large 
power system is introduced in [13] ,[14]. Transient 
stability classification for different three-phase fault 
locations in applied test system is done by using 
probabilistic neural network. The training data is 
achieved by TDS. The performance of probabilistic neural 
network is tested once with reduced features by principal 
component analysis (PCA), and another without PCA 
where the results are compared.   

Real-time transient stability assessment process should be 
followed by rapid control action to avoid loss of 
synchronism when a disturbance occurs. The disturbance 
could be a sudden change of load or a three-phase short 
circuit, which is considered as the most severe 
disturbance. Preventive Control includes many methods 
of control actions comprising generation rescheduling, 
load curtailment, and reactive compensation. Generation 
rescheduled is used in several research works as an 
effective action for transient instability prevention [15]. 
The kinetic energy change at the fault clearing time is 
computed in case of severe contingencies in [16]. An 
assumed linear relationship between the critical clearing 
time and the generator output is used in order to obtain 
the ratio of the generation rescheduling. 

A proposed generation rescheduling is done based on the 
coherency between the generators by bringing the 
generators’ rotor speeds identical after considering a 
three-phase fault [17]. A scaling factor is allocated to scale 

the speed trajectory of the contingency for each critical 
contingency. Overall transient stability of power systems 
can also be improved by using the risk-based technique 
for generation rescheduling and load shedding [18]. 
Generation rescheduling against transient instabilities is 
used for improving dynamic security using the security 
regions calculated by decision trees [19], which are 
approximated by using data mining [20]. Then, the 
optimal preventive control strategies are calculated by 
chaotic particle swarm optimization in combination with 
the two-stage SVM. Power generations for eradicating 
possible transient stability threat is optimally reallocated 
by using the augmented Lagrangian method iteratively 
[21]. Here, sensitivity-based transient stability constraints 
of the rescheduling are developed by the idea of angle 
norm model to evaluate the sensitivity factor of the angle 
norm at maximum swing angle to the power input of the 
generators. Critical clearing time (CCT) as indices for 
transient stability is considered in [22].  Generator output 
rescheduling and generator terminal voltage control are 
used as a strategy for transient stability preventive 
control to attain a more stable power system operating 
point. The proposed strategy is done by finding a linear 
correlation between CCTs and both of generator rotor 
angles and active powers of transmission lines. 
Generation rescheduled is also considered as an effective 
method in congestion management. Generation 
rescheduling and load shedding with the realistic 
voltage-dependent load modeling are utilized as 
congestion management approach in [23]. Objectives of 
generation and load shedding cost minimization, load 
shedding minimization, and load served error 
minimization are optimized by using multi-objective 
strength Pareto evolutionary algorithm. 
 

In this paper, a new strategy for real-time transient 
instability prevention is proposed. Before the application 
of online assessment and restoration, an offline 
preprocessing stage is done. In this stage, CART is used 
in order to decide which generators should be 
rescheduled at each fault location according to stability 
state represented by the operating point location (that is 
defined by the control variables) in the stability region 
and the values of CCT. PSO is also applied at this stage to 
optimize the values of the generation, which are used in 
SVRM training. Training and testing of SVRM are done in 
this stage at different loading condition for each fault 
location. In the online stage, SVRM is then used to predict 
the rescheduled generated active power rapidly to retain 
power system’s stability. The transient stability is 
reassessed next by CT. 

The forthcoming sections are organized as: Section II 
presents a brief description of the tools used in the 
proposed strategy. Section III provides an explanation of 
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the proposed real-time transient instability prevention 
strategy. Test System and Results are presented and 
validated in Section IV. Section V summarizes the finding 
of this work and draws conclusions. Section VI contains 
the references. Finally, an Appendix to illustrate some 
details toward CT.  

 

 

2.Tools of the proposed real-time preventive 
control strategy  
 
To maintain real-time stability on required levels it is 
crucial to distinguish the system condition at any instant 
to be able to respond fast in case of any contingency or 
system congestion. To ensure fast assessment of transient 
stability assessment, CT is used, whereas CART is used in 
order to select the best transient stability preventive 
control action and rescheduled generators, which highly 
impact the value of CCT. SVRM is then used in order to 
predict the new values of a rescheduled generation. Time-
consuming computational procedures such as training 
both CART and SVRM are done as preprocessing offline 
stage. Training of SVRM is obtained by a pre-optimized 
values of rescheduled generation that are calculated by an 
AI optimization technique such as PSO method. The 
proposed strategy exploits different tools; each has its 
own intimate role as described below.  
  
i) CT: It has been applied to power system transient 
stability assessment by deriving a swallowtail catastrophe 
function expressed as [7]: 
𝑦4 + 𝑎𝑦2 + 𝑏𝑦 + 𝑐 = 𝑜                                                                              
(1)                                                                                        
where y is a state variable calculated in terms of the 
critical clearing angle, a, b and c are the control variables 
expressed in terms of system parameters. It is to be noted 
that a = - 12 in this application, and so, the swallowtail 
bifurcation set is only dependent on b and c. The 
derivation is given in Appendix A and the graph of both 
swallowtail catastrophe bifurcations in three- and two-
dimension space is shown in Fig. 1. 
 

        (a)                                                    (b) 
Fig. 1. Schematic outline of swallowtail bifurcation set. (a) in three-
dimension space, (b) in two-dimension space (the shaded area 
represents the stable region) 
 
ii) CART technique belongs to AI methods and becomes 
highly popular in the age of modern computers [24]. It 
bases on a sequence of questions that can be answered 
with yes or no. Each question asks whether a predictor 
satisfies a given condition, whereby the predictors can be 
both continuous and discrete. Depending on the answer 
to each question, one can either proceed to another 
question or arrive at a response value, splitting rule of 
CART is shown in Fig.2. As CART is an acronym of 
classification and regression tree, so when it is used to 
predict a response or a class then it is called a 
classification tree and when it is used to generate a real 
number and not a class, it is called regression tree [25].  

 

Fig. 2. Splitting algorithm of CART 
 

CART also is used to determinate bands with highly 
discriminatory influence between classes. This process is 
also identified as feature selection, which is considered in 
this study. The main role of CART here is to determine 
the most effective generators being rescheduling 
regarding the CCT with the goal of transient instability 
prevention. The training of CART is done at each fault 
location by feeding 4000 cases into the root node of CART 
and checked to get which input attributes are selected to 
split the tree. Input operating points are generated in the 
vicinity of the given initial operating point by randomly 
changing +5% to -5% of each generated active power, P, 
+5% to -5% of each load bus’s active power demand, PD, 

and reactive power demand, QD, and +30% to-30% of the 

line reactance, X .The output matrix is the corresponding 

minimum critical clearing time at each input operating 
points.  

iii) SVRM is created to solve the problem of regression 
where the solution generated is a real number. The 
regression valuation problem is observed as finding the 
mapping between an input vector  𝑥 ∈ 𝑅𝑑  and an output 
𝑦 ∈ 𝑅 from a given set of independent and identical 
distributed samples, {(𝑥𝑖 ‚𝑦𝑖)}𝑖=0𝑛 . The standard support 
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vector machine explains this problem by finding the 
regressor of support vector w and b that minimizes [26] 
 
‖𝑤‖2

2
+ 𝑐 ∑ 𝑙𝑣(𝑦𝑖 − (𝜑𝜏(𝑥𝑖)𝑤 + 𝑏))𝑛

−1                                                
(2) 
where 𝜑(. ) is a nonlinear transformation to higher 
dimensional space. This transformation can be 
represented by kernel function given by 

𝑘�𝑥𝑖 ‚𝑥𝑗� = 𝜑𝜏(𝑥𝑖)𝜑(𝑥𝑗)                                                            
(3) 

Different types of kernel function are available. The 
kernel function used in the proposed generated power 
predictive model is Gaussian kernel function which is 
given by  
 

𝐾�𝑥𝑖 ‚𝑥𝑗� = 𝑒�−�𝑥𝑖.𝑥𝑗�
2

/𝜎2�                                                          
(4)  
 
𝜎 is known as the Gaussian parameter. 𝐿𝑣(.) is Known as 
the Vapnik ɛ- insensitive loss-function, which is equal to 0 
for |𝑦𝑖 − (𝜑𝑇(𝑥𝑖)𝑤 + 𝑏)| < 𝜀 and equal to |𝑦𝑖 − (𝜑𝑇(𝑥𝑖)𝑤 +
𝑏−𝜀 for 𝑦𝑖−(𝜑𝑇𝑥𝑖𝑤+𝑏)≥𝜀.  
 
Eqn. 2 is solved by finding w and b such that the absolute 
error equal or greater than ɛ [27].  The model is created in 
MATLAB with eighty-three input features and one 
output, which is the rescheduled generation as shown in 
Fig.3. The input parameters used are the sampled values 
of the predictor variables, which are: pre-fault real and 
reactive power outputs of all generators (Pg, Qg), total real 
and reactive demand of the system (PD, QD), internal 
voltage angle of generators (δg), voltage behind 
quadrature reactance of each generator (Ed), and kinetic 
energy (K.E) of all generators calculated by catastrophe 
theory. To generate the training and testing data for 
SVRM, operating points are generated by the same way 
for training CART as mentioned before. 

 
Fig. 3. The arrangement of the generation reschedules and level of 
compensation prediction scheme. 
 
iv) PSO technique is one of the most effective 
metaheuristics algorithms with many successful real-
world applications [28]. The role of PSO in this study is to 
optimize the values of the rescheduled generation, which 
maximize the CCT being used next in the training of 
SVRM. Based on CT, it represents the value of CCT as 

derived in Appendix A and given by (A.37). Thus, the 
objective function can be formulated as [7]  

Maximize F=� 2𝑀(𝛿𝑐−𝛿0)
(𝑃𝑖𝑛−𝑃𝑒(𝑡0+))

                                                                        

(5)                                                  
Subjected to 
Equality constraints:   
𝛿𝑐 = the smallest positive real root of (1).  
Inequality constraints: 
In order to satisfy the system stability, the coordinates of 
the operating point (b,c) in (1) should not violate the 
boundary of stability region. Hence,  
0 <  𝑏 <  𝑏𝑚𝑎𝑥                                                                                               
(6) 
𝑐 𝑚𝑖𝑛 <  𝑐 <  𝑐𝑚𝑎𝑥                                                                                         
(7) 
−10%𝑃𝑔𝑖‚𝑟𝑎𝑡𝑒 < 𝑃𝑔𝑖 < +10%𝑃𝑔𝑖‚𝑟𝑎𝑡𝑒                                                 
(8) 
where,  
𝛿𝑐 ≜ critical clearing angle.  
𝛿o ≜ minimum angle of oscillation. 
𝑃𝑖𝑛≜ input mechanical power. 
𝑃𝑒(𝑡𝑜+) ≜ electrical power at the instant of fault.  
M ≜ machine inertia constant. 
b and c ≜ the control parameters, which are the 
coordinates of generator operating point in the 
bifurcation set [7]. They are a function of the power 
delivered by the generator during and after the fault as 
derived in Appendix A and can be calculated by (A.32) 
and (A.33). 
(bmax, cmax), (0, cmin) ≜ coordinates of the points located on 
the boundary of the stable region. 
i≜ number of generators. 
𝑃𝑔𝑖≜ rescheduled generated active power of each 
generator. 
𝑃𝑔𝑖‚𝑟𝑎𝑡𝑒≜ rated generated active power of each generator. 
 
3.Description of the Proposed Real-time 
Transient Instability Prevention Strategy 

 
In the proposed algorithm there are two main stages; 
offline (pre-processing) and online (processing) stage.  
First, in the offline stage training of the learning-based 
tools, which are CART and SVRM is done. Next, in the 
online stage, accurate real-time transient stability 
assessment by using CT is required. The state of system's 
stability is monitored by visualizing the location of 
operating points in the CT’s stability region. Therefore, 
the preventive control is summoned up in case of critical 
stability state of the system. The suggested preventive 
control strategy is based mainly on generation 
rescheduling with aim of increasing CCT, which in turn 
increases system's security and overall stability. As CART 
plays a significant role to find out important features that 
have a major effect on CCT, the most effective generators 
to be scheduled at each three-phase fault is determined. A 
lookup table is constructed containing each fault and its 
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corresponding generators being rescheduled. Last, in 
order to 
predict the 
value of new 
generation 
after 
rescheduling 
at any real-
time operating 
condition, 
SVRM is used 
and transient 
stability is re-
evaluated by 
CT to confirm 
that the 
preventive 
control is 
achieved. Fig. 
4 depicts the 
proposed 
strategy, the 
yellow blocks 
represent the 
offline process 
and blue 
blocks 
represent real-
time actions. 

 
Fig. 4. The architecture of the proposed preventive control strategy 

 
4.Test System and Results 
The proposed algorithm is applied to 39-bus, ten 
machines, New England test system as shown in Fig. 5. 
System data can be found in [29]. To evaluate its 
performance, simulations have been done using 
MATLAB programming codes. Tracing the proposed 
strategy sequence, results of the offline stage will be 
discussed first, then the real-time stage will come next. 
According to the strategy of offline stage, training of 
CART and SVRM is done. For each fault location, most 
effective generation powers, which should be 
rescheduled are achieved by CART and results are 
recorded as a database  

in the utility, Table 1 shows the generators being 
rescheduled for each faulted line. 

 

Fig. 5. 39-bus ten 
machines New 
England test 
system with line 
numbers

Table 1. Generation to be rescheduled at each faulted line 
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Generators to be rescheduled 

1 2-1 P1 P9 P8 P3 P7 P5 24 26-25 P1 P9 P6 P4 P7 P3 

2 5-8 P1 P9 P6 P4 P7 P5 25 27-26 P1 P9 P6 P4 P7 P5 

3 6-7 P1 P9 P4 P6 P3 P7 26 28-26 P1 P9 P6 P4 P7 P3 

4 11-6 P1 P9 P6 P4 P7 P8 27 29-26 P1 P3 P4 P6 P7 P5 

5 7-8 P1 P9 P5 P6 P7 P4 28 29-28 P1 P9 P3 P4 P7 P5 

6 8-9 P1 P9 P6 P4 P8 P5 29 2-25 P1 P9 P6 P4 P8 P5 

7 39-9 P1 P9 P6 P4 P3 P5 30 3-4 P1 P3 P6 P4 P7 P5 

8 10-11 P1 P9 P6 P4 P7 P3 31 18-3 P1 P9 P6 P4 P7 P8 

9 10-13 P1 P9 P6 P3 P8 P7 32 4-5 P1 P9 P6 P4 P7 P5 

10 13-14 P1 P9 P6 P4 P7 P3 33 14-4 P1 P3 P6 P4 P7 P5 

11 15-14 P1 P3 P9 P4 P6 P8 34 6-5 P1 P9 P6 P4 P7 P8 

12 1-39 P5 P6 P4 P9 P7 P1 35 13-12 P1 P9 P3 P4 P7 P5 

13 15-16 P1 P9 P3 P4 P6 P8 36 2-30 P1 P9 P6 P4 P8 P5 

14 16-17 P1 P9 P6 P8 P7 P5 37 6-31 P1 P9 P6 P4 P3 P8 

15 16-19 P1 P9 P6 P4 P3 P5 38 19-20 P1 P9 P6 P3 P7 P5 

16 21-16 P1 P3 P5 P P7 P5 39 10-32 P1 P9 P8 P4 P3 P5 

17 24-16 P1 P3 P5 P9 P7  40 20-34 P1 P9 P3 P4 P7 P5 

18 17-18 P5 P9 P6 P4 P1 P7 41 23-36 P1 P9 P6 P4 P7 P8 

19 17-27 P5 P6 P7 P9 P4 P1 42 22-35 P1 P3 P6 P4 P7 P5 

20 22-21 P1 P9 P6 P4 P7 P5 43 19-33 P1 P9 P6 P4 P8 P5 

21 23-22 P5 P9 P4 P1 P6 P7 44 11-12 P1 P8 P6 P4 P7 P5 

22 24-23 P1 P9 P6 P4 P7 P5 45 29-38 P1 P9 P6 P4 P7 P3 

23 2-3 P1 P9 P6 P4 P7 P3 46 25-37 P1 P9 P6 P4 P8 P5 
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A three-phase fault, which is considered as the most 
severe fault, occurred at line 17 (24- 16) near bus 24 in 
addition to 40% increase in the largest load are 
considered in order to show a numerical example, the 

fault is cleared after 0.1 sec by tripping the faulted line. 
The system is unstable as the location of operating points 
is out of stability region of the swallowtail bifurcation as 
shown in Fig. 6a, in order to compare the result with TDS, 
Fig. 6b shows the delta versus time curve at the same 
fault location and fault clearing time. It confirms the 
instability state of the system.  

According to the proposed algorithm, SVRM is 
summoned up to predicted values for the generation 
rescheduled for this fault location. Table 2 gives SVRM 
results for generation rescheduled at the faulted line 
(L#17). Then, the stability is checked again by CT to 
indicate that the system is stable, Fig. 7. The proposed 
strategy for online transient stability is implemented by 
using MATLAB R2015b. Although the offline stage 
consumes a relatively large computation time in the 
optimization and training/testing the SVRM at each fault 
location, the assessment and enhancement of transient 
stability by using CT and SVRM, respectively are done 
fast 

- 

                                          (a) 

 

(b)                                                               

Fig. 6. State of the system before generation rescheduled for a 
transient contingency. (a) Location of operating points in bifurcation 
set and (b) power angle δo versus time in s. 

 

The computation time of calculating the CT control 
parameters and locate it in the stability region of 
bifurcation set is accomplished in 0.058 s and the 
prediction of the control values by SVRM is done in 0.01 s 
with a mean square error of 0.0074 by Inter® Core™ i7-
4720HQ CPU. The proposed strategy is valid for any 
operating point and any loading condition as the 
swallowtail bifurcation set is valid for the power system 
encountering any type of stresses and congestion. SVRM 
is trained by optimized inputs using PSO at different 
loading condition for each fault location in the offline 
stage. 

    

 

                                             (a) 

Table (2) SVRM results for generation rescheduled at 
the faulted line (L#17) 

Faulted 
line 

From To Rescheduled generators 

17 24 16 P1 P3 P5 P9 P7 
Before rescheduling 

10 6.5 5.08 8.3 6.32 
After rescheduling 

11 7.15 5.588 9.13 7.16 
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                                         (b) 

Fig. 7. State of the system after generation rescheduled for a 
transient contingency. (a) Location of operating points in bifurcation 
set (b) Power angle δo versus time in s    

. 5. Conclusion 

This paper has presented a new strategy for real-time 
transient instability preventive control using generation 
rescheduling by SVRM combined with the CART, and 
CT. Transient stability is assessed by CT in addition to 
providing the operator with visualized monitoring of the  
state of the power system. CART is used here as a feature 
extractor in order to figure out the generators to be 
rescheduled.The training inputs of the SVRM are 
optimized first by PSO to obtain the optimal values of 
control variables at different operating points and 
different loading condition. The proposed strategy is 
characterized by its speed, accuracy and ability of 
visualizing monitoring  
The effectiveness of the proposed strategy has been 
demonstrated by computational studies on 39-bus ten-
machine New England power system. Comparing results 
from the proposed algorithm with TDS provides the 
proposed algorithm an extra dimension for confirmation 
and validation. 
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Appendix 
 
As reported in [7], a generator connected to an integrated 
power system can generally configure as shown in Fig. 
A1. The electrical output power Pei of generator Gi is 
Pei=Re[IiEi*]                                                                                                   
(A.1) 
Ii=(Eq-Ei)/jXq                                                                                                                                                                     

(A.2) 
Ei=(-1/Yij)∑ 𝑌𝑖𝑗𝐸𝑗𝑁

𝐽=1
≠𝑖

                                                                                 

(A.3) 
where, 
Ii=generator current following into terminal bus bar 
Ei=terminal bus bar voltage 
N=number of the network bus bars plus the internal 
machine bus bars. 
Yij=off-diagonal element of the admittance matrix. 
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Eq=machine internal voltage source behind quadrature-
reactance. 
 
therefore, 
𝐸𝑖 = 1

� 1
𝑗𝑋𝑛

�+∑ ( 1
𝑗𝑋𝑖𝑗

)𝑁
𝑗=1
≠𝑖

∑ ( 𝐸𝑗
𝑗𝑋𝑖𝑗

)𝑁
𝑗=1
≠𝑖

                                                            

(A.4)       
Assuming e and f, are the real and imaginary components 
of the voltage E, respectively. Substituting (A.4) into 
(A.1), we get: 

Pei=Re�𝑒𝑞+𝑗𝑓𝑞
𝑗𝑋𝑞

� 1
1

𝑗𝑋𝑛
+∑ � 1

𝑗𝑋𝑖𝑗
�𝑁

𝑗=1
≠𝑖

∑ 𝑒𝑗+𝑗𝑓𝑗
𝑗𝑋𝑖𝑗

𝑁
𝑗=1
≠1

� −  1
𝑗𝑋𝑞

(𝑒𝑖2 + 𝑓𝑖2) �      

                                                                                             (A.5)     

 
Fig. A1. Representation of generator Gi connected to an 
integrated power system. 
                                                                                                                                                                                              
i.e., 
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(A.6) 
Let                                 

  𝜓 = � 1
𝑋𝑞
� /� 1

𝑋𝑛
+ ∑ 1

𝑋𝑖𝑗
𝑁
𝑗=1
≠𝑖

�                                                                

(A.7) 

𝜎1 = ∑ � 𝑒𝑗
𝑋𝑖𝑗
�𝑁

𝑗=1
≠𝑖

                                                                                    

(A.8) 

 𝜎2 = ∑ �𝑓𝑗
𝑋𝑖𝑗
�𝑁

𝑗=1
≠𝑖

                                                                                         

(A.9) 
 𝐴1 = 𝜓𝐸𝑞𝜎1                                                                                              
(A.10) 
 𝐴2 = 𝜓𝐸𝑞𝜎2                                                                                         
(A.11)  
Then, (A.6) becomes 
Pei=A1 sin δi-A2 cos δi                                                                                 (A.12) 
where  

𝛿𝑖 = 𝑡𝑎𝑛−1 �𝑓𝑞
𝑒𝑞
�= machine power angle referred to the 

common reference axes of the system. 
The equation of motion of generator Gi with respect to the 
common reference axes of the network is  
 
 𝑀𝐼𝛿𝑖.. = 𝑃𝑖𝑛 − 𝑃𝑒𝑖                                                                                    
(A.13) 

where, 
M i= inertia constant of machine i. 
Pin = input mechanical power. 
Multiplying (A.13) by 𝑑𝛿 𝑑𝑡�  and integrating, we obtain 

�𝑑𝛿 𝑑𝑡� �
2

= ∫ (𝑃𝑖𝑛 − 𝑃𝑒𝑖)𝑑𝛿
𝛿𝑚
𝛿0

                                                       
(A.14)                                                
Where, 𝛿0‚ 𝛿𝑚 are the minimum and maximum angles of 
oscillation, respectively. The machine will again retain 
synchronism after a disturbance when dδ/dt = 0, i.e., the 
RHS of (A.14) must equal zero. In other words, the 
machine is stable if the kinetic energy generated during 
the fault is less than, or equal (totally converted) to, the 
potential energy during the post fault period. The 
equality of both energies takes place in the critical 
clearing case, 
i.e., 
  F=Fke+Fpe=0                                                                                           
(A.15)       
By catastrophe theory, the equilibrium surface U of a 
smooth function F is given by 
U= ∇𝐹𝑐(𝑥) =F=Fke+Fpe=0                                                                    
(A.16)                                              
and the singularity set S which is defined as the set of 
steady-state stability limits is obtained by 
∇2𝐹𝑐(𝑥) =0                                                                                        
(A.17)      
The transient kinetic energy can be evaluated by the 
amount of output power reduction during the fault. 
Therefore, it is expressed by 
  Fke= ∫ (𝑃𝑖𝑛 − 𝑃𝑒𝑖)

𝛿𝑐
𝛿0

 𝑑𝛿                                                                      
(A.18)                                                     
The potential energy after the fault is 
Fpe=∫ (𝑃𝑖𝑛 − 𝑃𝑒𝑖)

𝛿𝑚
𝛿𝑐

 𝑑𝛿                                                                         
(A.19)                                              
From (A.16), (A.18), and (A.19), the following relation is 
obtained: 
(A1D+A1A)cosδc+(A2A-A2D)sinδc+K=0                                         
(A.20)                                   
where,    
AiD = the coefficient Ai, (i = 1,2) during the fault 
AiA = the coefficient Ai, (i =1,2) after fault 
δc = critical clearing angle 
K= constant = K2 - K1 
 K1=A1Dcosδ0-A2Dsinδ0-Pinδ0                                                                                                       

(A.21)                                              
 K2=-(A1Acosδm+A2Asinδm+Pinδm)                                                 
(A.22) 
Replacing sin and cos by their expansion, and assuming = 
x, (A.20) can be rewritten as: 
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(A1D+A1A)�1 − 𝑥2

2!
+ 𝑥4

4!
�+(A2A-A2D)�𝑥 − 𝑥3

3!
+ 𝑥5

5!
� +K=0   

(A.23) 
 If the series expansion in (A.23) is trunked up to fourth 
order terms, it gives 
B4x4+B3x3+B2x2+B1x+B0=0                                                                  
(A.24)                   
B0=A1D+A1A+K                                                                                        
(A.25) 
B1=A2A-A2D                                                                                                                                                   

(A.26) 
B2=-(A1A+A1D)/2                                                                                  
(A.27) 
B3=(A2D-A2A)/6                                                                                        
(A.28) 
B4=(A1D+A1A)/24                                                                                     
(A.29)Equation (A.24) is four-determinate and closely 
equivalent to  (A.20). The cubic term can be eliminated by 
taking x = y-α and α = B3/4B4 to get the form 
y4+ay2+by+c=0                                                                                         
(A.30) 
where,  
a=(6B4α2-3B3α+B2)/B4                                                                                                                        

(A.31)                       
b=(3B3α2-2B2α+B1)/B4-4α3                                                                                                   

(A.32)               
c=α4+(B0-B1α+B2α2-B3α3)                                                                  
(A.33) 
 
The smallest positive real root of the swallowtail 
equation, y, satisfying the relation δo< y — α<δm gives the 
critical clearing angle 𝛿𝑐  for the stable machines in the 
system. They can be represented by operating points 
which lie inside the bifurcation set B. CCT can be 
calculated by using Taylor approximations for 𝛿𝑐  and its 
derivative 𝛿 .

𝑐, which gives a good result for the first 
swing analysis, as follows: 
𝛿𝑐 = 𝑤𝑐= 𝛾𝑡𝑐                                                                                              
(A.34)                                                                                                        
where,  
𝛾 ≜ machine acceleration at the istant of fault occurance 
    = �1

𝑀� �[𝑃𝑖𝑛 − 𝑃𝑒(𝑡𝑜+)]                                                                
(A.35)                                                                                          
and 
𝛿𝑐 = 𝛿0+1

2
𝛾𝑡𝑐2                                                                                           

(A.36)    

 then,                                       

 CCT = �2
𝛾

(𝛿𝑐 − 𝛿0)                   

          =� 2𝑀(𝛿𝑐−𝛿0)
(𝑃𝑖𝑛−𝑃𝑒(𝑡𝑜+))

                                                                              

(A.37)                           
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